
10 Reasons   
 

VPC  LOGS  ARE  BL IND  TO  I NTRA -VM  &  CONTA I NER  TRAFF I C

NETWORK -BASED  ANOMA LY  DETECT ION  CREATES  FA LSE  POS I T I VES

USER  ATTR IBUT ION  NOT  POSS IBLE

DP I  DOESN 'T  WORK

CYBER  K I L L  CHA I N  MOVES  BEYOND  THE  NETWORK

NEFAR IOUS  ACT IV I TY  BLENDS  I N

F I L E  I NTEGR I TY  MON ITOR ING  NOT  POSS IBLE

DOES  NOT  SCA LE

CONTA I NER  NETWORK  I N FORMAT ION  NOT  V IS IBLE  

NO  F I L E -BASED  MA LWARE  DETECT ION

With multiple containers running inside the same instance, 

their communication won’t show in VPC flow logs.

Dynamic nature of the cloud means that endpoint security 

solutions based on VPC flow logs are crippled when IP 

addresses and port numbers can no longer identify endpoints.  

The only way to know real user data is for application to co- 

relate, stitch SSH sessions. Not possible with VPC flow logs.

The use of host encryption that tries standard network 

tools at cloud-scale makes traffic analysis to identify 

applications difficult an ineffective.

Not visible in VPC flow logs: user privilege changes, app 

launches, app sequence changes, config file changes.

Service-based architectures make it easy to mimic legitimate 

activity; VPC flow logs can’t distinguish between authorized 

activity and hacking attempts.

File-level changes not detectable, yet file integrity 

monitoring required by many compliance standards.

VPC flow log have no information on file hashes or packages.

When using container orchestration tools like Kubernetes 

it’s not possible to attribute the traffic to the correct 

container.

VPC flow logs can become overwhelmed fast because of 

pace of traffic in the cloud.
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